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Abstract

Motivated mainly by a variety of applications of Euler's Beta, hypergeometric, and confluent hypergeometric functions together with their extensions in a wide range of research fields such as engineering, chemical, and physical problems. In this paper, we introduce modified forms of some extended special functions such as Gamma function, Beta function, hypergeometric function and confluent hypergeometric function by making use of the idea given in reference [1]. Also, certain investigations including summation formulas, integral representations and Mellin transform of these modified functions are derived. Further, many known results are obtained as special cases of our main results.
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1. Introduction

The classical Gamma and Beta functions are defined respectively as follows (see [2]):

\[ \Gamma (x) = \int_{0}^{\infty} t^{x-1} e^{-t} \, dt, \quad (\text{Re} \,(x) > 0). \tag{1.1} \]

and

\[ B (x, y) = \int_{0}^{1} t^{x-1} (1-t)^{y-1} \, dt, \quad (\text{Re} \,(x) > 0, \text{Re} \,(y) > 0), \tag{1.2} \]

for each \( x, y \in (0, +\infty) \). The Gamma and Beta functions posses the following relation:

\[ B (x, y) = \frac{\Gamma (x) \Gamma (y)}{\Gamma (x + y)}. \tag{1.3} \]
Recently, many authors have introduced certain extensions for Gamma and Beta functions (see [3, 4, 5, 6, 7, 8, 9, 10]) and studied its properties. Chaudhry and Zubair [11] introduced the following extended Gamma function:

\[ \Gamma_p(x) = \int_0^{\infty} t^{x-1} \exp \left( -t - \frac{p}{t} \right) \, dt, \quad (\text{Re}(x) > 0, \text{Re}(p) \geq 0). \]  

Chaudhry et al., [3] presented the following extended Beta function:

\[ B(x, y; p) = \int_0^1 t^{x-1} (1-t)^{y-1} \exp \left( -p \frac{t}{1-t} \right) \, dt, \]  

where \( (\text{Re}(x) > 0, \text{Re}(y) > 0, \text{Re}(p) \geq 0) \).

Note that, for \( p = 0 \), (1.4) and (1.5) reduce to (1.1) and (1.2).

Also, the extended hypergeometric and confluent hypergeometric functions are introduced in [4] as follows:

\[ \Gamma_p(a, b; c; z) = \sum_{n=0}^{\infty} \frac{B_p(b+n, c-b)}{B(b, c-b)} (a)_n \frac{z^n}{n!}, \]  

where \( \text{Re}(p) \geq 0 \) and \( \text{Re}(c) > \text{Re}(b) > 0, |z| < 1. \)

\[ \Phi_p(b; c; z) = \sum_{n=0}^{\infty} \frac{B_p(b+n, c-b)}{B(b, c-b)} \frac{z^n}{n!}, \]  

where \( \text{Re}(p) \geq 0 \) and \( \text{Re}(c) > \text{Re}(b) > 0. \)

It is clear that when \( p = 0 \), the equations (1.6) and (1.7) reduce to the well known classical hypergeometric and confluent hypergeometric functions respectively.

Very recently, the modified Laplace transform is introduced by Saif et al. [1] as follows:

\[ L_a\{f(t)\} = \int_0^{\infty} a^{-st} f(t) \, dt, \quad \text{Re}(s) > 0, \ a \in (0, \infty) \setminus \{1\}, \]  

which for \( a = e \) reduces to the known Laplace transform given as:

\[ L\{f(t)\} = \int_0^{\infty} e^{-st} f(t) \, dt, \quad \text{Re}(s) > 0, \]  

Motivated by the idea given in [1], in this paper, we introduce a new modified forms of the extended Gamma, Beta, hypergeometric and confluent hypergeometric functions defined in equations (1.4)-(1.7) respectively.

2. Modified Gamma and Beta functions

In this section, we introduce a new modified forms of extended Gamma and Beta functions in the following forms :

\[ \Gamma_p(x; a) = \int_0^{\infty} t^{x-1} a^{-t - \frac{p}{t}} \, dt, \]  

where \( a \) is a complex number.
for Re(x) > 0, Re(p) > 0 a ∈ (0, ∞)\{1}, and

\[ B_p (x, y; a) = \int_0^1 t^{x-1} (1 - t)^{y-1} a^{\left(\frac{-p}{x+y}\right)} dt, \quad (2.2) \]

for Re(x) > 0, Re(y) > 0, Re(p) > 0, and a ∈ (0, ∞)\{1}.

**Remark 2.1.** For p = 0, definition (2.1) reduces to a new modified Gamma function defined as:

\[ \Gamma (x; a) = \int_0^\infty t^{x-1} a^{-t} dt, \quad \text{Re}(x) > 0, \text{and } a \in (0, \infty)\{1\}, \]

which for x = n + 1, n = 0, 1, 2, ... gives the following relation between \( \Gamma (x; a) \) and the recently known result [[1], p. 129] (for s = 1):

\[ \Gamma (n+1; a) = \int_0^\infty t^n a^{-t} dt = \frac{\Gamma (n+1)}{(\log a)^{n+1}} = \frac{n!}{(\log a)^{n+1}}. \quad (2.3) \]

Also, we note that

\[ \Gamma_p (x; e) = \Gamma_p (x), \quad (2.4) \]

\[ \Gamma_0 (x; e) = \Gamma (x; e) = \Gamma (x), \quad (2.5) \]

\[ B_p (x, y; e) = B_p (x, y), \quad (2.6) \]

\[ B_0 (x, y; e) = B (x, y). \quad (2.7) \]

Now, we introduce certain properties of the modified forms of the extended Gamma and Beta functions in the form of the following theorems:

**Theorem 2.2.** The following summation formulas for \( \Gamma_p (x; a) \) and \( B_p (x, y; a) \) hold true:

\[ \Gamma_p (x; a) = \sum_{n=0}^{\infty} \frac{(-p)^n (\log a)^n}{n!} \Gamma (x - n; a), \quad (2.8) \]

\[ B_p (x, y; a) = \sum_{n=0}^{\infty} \frac{(-p)^n (\log a)^n}{n!} B (x - n, y - n). \quad (2.9) \]

**Proof.** To prove (2.8), expanding the R.H.S. of equation (2.1) by using the following relation:

\[ a^x = \sum_{n=0}^{\infty} \frac{x^n (\log a)^n}{n!}, \quad (2.10) \]

we get

\[ \Gamma_p (x; a) = \int_0^\infty t^{x-1} a^{-t} \sum_{n=0}^{\infty} \left( \frac{-p}{t} \right)^n \frac{(\log a)^n}{n!} dt, \]

which on interchanging the order of summation and integration and then using relation (2.1) yields the desired result (2.8).

Similarly, proceeding on the same lines of proof (2.8) and using relation (1.2), we get result (2.9) and thus the proof of Theorem 2.1 is completed. \( \square \)
Remark 2.3. Using the relation (1.3) in the R.H.S. of relation (2.9) and then applying some properties of pochhammer symbol, we get the following hypergeometric representation for $B_p(x, y; a)$:

$$B_p(x, y; a) = B(x, y) \, _2F_2\left(\frac{1-x-y}{2}, \frac{2-x-y}{2}; 1-x, 1-y; 4p \log a\right),$$

(2.11)

where $\, _rF_s(\cdot)$ is the generalized hypergeometric function (see [12] or [2]).

Theorem 2.4. The following summation formulas for $B_p(x, y; a)$ hold true:

$$B_p(x, 1-y; a) = \sum_{n=0}^{\infty} \frac{(y)_n}{n!} B_p(x+n, 1; a),$$

(2.12)

$$B_p(x, y; a) = \sum_{n=0}^{\infty} B_p(x+n, y+1; a),$$

(2.13)

$$B_p(x, y; a) = \sum_{k=0}^{n} \binom{n}{k} B_p(x+k, y+n-k; a), \quad n \in \mathbb{N}.$$

(2.14)

Proof. To prove result (2.12). From (2.2), we have

$$B_p(x, 1-y; a) = \int_0^1 t^{x-1} (1-t)^{y-1} \, a^{\left(\frac{p}{m-p}\right)} \, dt.$$

Using the generalized binomial theorem

$$(1-t)^{-y} = \sum_{n=0}^{\infty} \frac{(y)_n}{n!} t^n, \quad |t| < 1,$$

(2.15)

we obtain

$$B_p(x, 1-y; a) = \int_0^1 \sum_{n=0}^{\infty} \frac{(y)_n}{n!} t^{x+n-1} \, a^{\left(\frac{p}{m-p}\right)} \, dt.$$

Now, interchanging the order of summation and integration in the above equation and using (2.2), we get the required result (2.12). The proof of result (2.13) is similar to that of (2.12).

To prove equation (2.14), we use the mathematical induction on $(n \in \mathbb{N})$ as follows: Clearly, For $n = 0$ the equation (2.14) holds.

For $n = 1$, we have

$$B_p(x+1, y; a) + B_p(x, y+1; a) = \int_0^1 \left\{ t^{x}(1-t)^{y-1} + t^{x-1}(1-t)^{y} \right\} \, a^{\left(\frac{p}{m-p}\right)} \, dt$$

$$= \int_0^1 t^{x-1}(1-t)^{y-1} \, a^{\left(\frac{p}{m-p}\right)} \, dt$$

$$= \int_0^1 t^{x-1}(1-t)^{y-1} \, a^{\left(\frac{p}{m-p}\right)} \, dt$$

$$= B_p(x, y; a).$$
Therefore, the equation (2.14) holds for $n = 1$. Continuing this process for all $(n \in N_0)$, we finally obtain the desired relation (2.14) and thus the proof of Theorem 2.4 is completed. \hfill \Box

**Theorem 2.5.** The following integral formulas for $\Gamma_p (x; a)$ and $B_p (x, y; a)$ hold true:

$$
\int_0^\infty \Gamma_p (x; a) \ p^{s-1} \, dp = \Gamma (s; a) \ \Gamma (x + s; a), \quad (\text{Re} \ (s) > 0, \ \text{Re} \ (x + s) > 0), \quad (2.16)
$$

$$
\int_0^\infty B_p (x, y; a) \ p^{s-1} \, dp = \Gamma (s; a) \ B (x + s, y + s), \quad (2.17)
$$

$$
(\text{Re} \ (s) > 0, \ \text{Re} \ (x + s) > 0, \ \text{Re} \ (y + s) > 0).
$$

**Proof.** Multiplying (2.1) by $p^{s-1}$ and integrating with respect to $p$ from $p = 0$ to $p = \infty$, we get

$$
\int_0^\infty \Gamma_p (x; a) \ p^{s-1} \, dp = \int_0^\infty \left( \int_0^1 p^{s-1} t^{x-1} a^{-t} \, dt \right) \, dp. \quad (2.18)
$$

The order of integration in (2.18) can be interchanged because of the uniform convergence of the integral. Therefore, we have

$$
\int_0^\infty \Gamma_p (x; a) \ p^{s-1} \, dp = \int_0^1 \left( \int_0^\infty p^{s-1} \left( \frac{1}{p^{x-1} a^{-t}} \right) \, dp \right) \, dt, \quad (2.19)
$$

which on putting $u = \frac{p}{t}$ and using relation (2.1) yields the desired result (2.16).

Similarly, proceeding on the same lines of proof (2.16) and using relation (2.1) and (1.2), we get the desired result (2.17) and thus the proof of Theorem 2.5 is completed. \hfill \Box

**Remark 2.6.** Putting $s = 1$ in relations (2.16) and (2.17), we get the following results:

**Corollary 2.7.** The following integral formulas for $\Gamma_p (x; a)$ and $B_p (x, y; a)$ hold true:

$$
\int_0^\infty \Gamma_p (x; a) \, dp = \frac{1}{\log a} \ \Gamma (x + 1; a), \quad (2.20)
$$

$$
\int_0^\infty B_p (x, y; a) \, dp = \frac{1}{\log a} B (1 + x, 1 + y). \quad (2.21)
$$

**Theorem 2.8.** The following integral representations hold true:

$$
B_p (x, y; a) = 2 \int_0^\pi \cos^{2x-1} \theta \sin^{2y-1} \theta \ a^{-p} \left( \frac{1}{\cos^{2x} \theta - 1} \right) \, d\theta, \quad (2.22)
$$

$$
B_p (x, y; a) = \int_0^\infty \frac{u^{x-1}}{(1 + u)^{x+y} a^{-p} \left( \frac{1+u}{u} \right)^2} \, du, \quad (2.23)
$$

$$
B_p (x, y; a) = (c - a)^{1-x-y} \int_0^c (u - a)^{x-1} (c - u)^{y-1} a^{-p} \left( \frac{c-a^2}{u-a} \right) \, du. \quad (2.24)
$$
Proof. To prove result (2.22), putting $t = \cos^2 \theta$ in (2.2), we have

$$B_p (x, y; a) = 2 \int_{0}^{\pi} \cos^{2x-2} \theta \sin^{2y-2} \theta \ a^{-p} \left( \frac{1}{\cos \theta \sin \theta} \right) \cos \theta \sin \theta \ d\theta,$$

which yields the desired result (2.22).

Similarly, results (2.23) and (2.24) can be proved by taking the transformations $t = \frac{u}{\Gamma+n}$ and $t = \frac{u-a}{1-a}$ in (2.2) respectively and thus the proof of Theorem 2.8 is completed. \qed

**Theorem 2.9.** For the product of two modified gamma function $\Gamma_p (x; a)$, the following formula holds true:

$$\Gamma_p (x; a) \Gamma_p (y; a) = 2 \int_{0}^{\pi} (r)^{2(x+y)-1} \ a^{-r^2} B_{r} \left( x, y; a \right) \ dr, \ \Re(x), \Re(y) > 0. \quad (2.25)$$

**Proof.** Substituting $t = \eta^2$ in (2.1), we get

$$\Gamma_p (x; a) = 2 \int_{0}^{\infty} \eta^{2x-1} \ a^{-\left( \eta^2 - \frac{\eta}{\pi} \right)} \ d\eta.$$

Therefore,

$$\Gamma_p (x; a) \Gamma_p (y; a) = 4 \int_{0}^{\pi} \int_{0}^{\infty} \eta^{2x-1} \rho^{2y-1} \ a^{-\left( \eta^2 - \frac{\eta}{\pi} \right)} \ a^{-\left( \rho^2 - \frac{\rho}{\pi} \right)} \ d\eta d\rho$$

$$= \int_{0}^{\pi} \int_{0}^{\infty} \eta^{2x-1} \rho^{2y-1} \ a^{-\left( \eta^2 + \rho^2 \right)} \ a^{-p \left( \frac{\rho}{\pi} + \frac{1}{\rho} \right)} \ d\eta d\rho$$

$$= \int_{0}^{\pi} \int_{0}^{\infty} \eta^{2x-1} \rho^{2y-1} \ a^{-\left( \eta^2 + \rho^2 \right)} \ a^{-p \left( \frac{\rho^2}{\pi} + \frac{\eta^2}{\rho} \right)} \ d\eta d\rho.$$

Substituting $\eta = r \cos \theta$, $\rho = r \sin \theta$, we get

$$\Gamma_p (x; a) \Gamma_q (y; a)$$

$$= 4 \int_{0}^{\pi} \int_{0}^{\infty} (r)^{2(x+y)-1} \ (\cos \theta)^{2x-1} \ (\sin \theta)^{2y-1} \ a^{-r^2} \ a^{-p \left( \frac{1}{\cos \theta \sin \theta} \right)} \ dr d\theta$$

$$= 2 \int_{0}^{\infty} (r)^{2(x+y)-1} \ a^{-r^2} \left( 2 \int_{0}^{\pi} (\cos \theta)^{2x-1} (\sin \theta)^{2y-1} \ a^{-p \left( \frac{1}{\cos \theta \sin \theta} \right)} \ d\theta \right) dr,$$

which on using relation (2.22) yields the desired result (2.25). \qed

Remark 2.10. (i) For $a = e$ and using relations (2.4) and (2.5), all the above relations related to $\Gamma_p (x; a)$ reduce to the known results due to Chaudhry and Zubair [11].

(ii) For $a = e$ and using relation (2.6), all the above relations related to $B_p (x, y; a)$ reduce to the known results due to Chaudhry et al. [3].
3. Modified hypergeometric functions

In this section, we introduce modified forms for the extension of hypergeometric and confluent hypergeometric functions given in (1.6) and (2.8) by using the modified Beta function defined in (2.2).

**Definition 3.1.** The modified forms of the extension of hypergeometric and confluent hypergeometric functions are defined as

\[
F_p(\alpha, \beta; \gamma; z; a) = \sum_{n=0}^{\infty} \binom{\alpha}{n} \frac{B_p(\beta + n, \gamma - \beta; a) z^n}{B(\beta, \gamma - \beta)} n!, \quad (3.1)
\]

for Re(\gamma) > Re(\beta) > 0, Re(p) ≥ 0, a ∈ (0, ∞)\(\setminus\{1\}\), and |z| < 1.

\[
\phi_p(\beta; \gamma; z; a) = \sum_{n=0}^{\infty} \frac{B_p(\beta + n, \gamma - \beta; a) z^n}{B(\beta, \gamma - \beta)} n!, \quad (3.2)
\]

for Re(\gamma) > Re(\beta) > 0, Re(p) ≥ 0, a ∈ (0, ∞)\(\setminus\{1\}\), and |z| < 1.

**Remark 3.2.** It is clear that, for a = e, (3.1) and (3.2) reduce to the extended hypergeometric and confluent hypergeometric functions (1.6) and (1.7) respectively.

Now, we prove some properties of the modified hypergeometric and confluent hypergeometric functions F_p(\alpha, \beta; \gamma; z; a) and \phi_p(\beta; \gamma; z; a) in the form of the following theorems:

**Theorem 3.3.** The modified hypergeometric and confluent hypergeometric functions

F_p(\alpha, \beta; \gamma; z; a) and \phi_p(\beta; \gamma; z; a)

have the following integral representations:

\[
F_p(\alpha, \beta; \gamma; z; a) = \frac{1}{B(\beta, \gamma - \beta)} \int_{0}^{1} t^{\beta-1} (1-t)^{\gamma-\beta-1} (1-zt)^{-\alpha} a\left(\frac{-n}{1-\gamma}\right) dt, \quad (3.4)
\]

for Re(\gamma) > Re(\beta) > 0, Re(p) > 0, a ∈ (0, ∞)\(\setminus\{1\}\), and |arg(1-z)| < π.

\[
\phi_p(\beta; \gamma; z; a) = \frac{1}{B(\beta, \gamma - \beta)} \int_{0}^{1} t^{\beta-1} (1-t)^{\gamma-\beta-1} \exp(zt) a\left(\frac{-n}{1-\gamma}\right) dt, \quad (3.5)
\]

for Re(\gamma) > Re(\beta) > 0, Re(p) ≥ 0, a ∈ (0, ∞)\(\setminus\{1\}\).

**Proof.** Using relation (2.2) in equation (3.1), we have

\[
F_p(\alpha, \beta; \gamma; z; a) = \frac{1}{B(\beta, \gamma - \beta)} \int_{0}^{1} t^{\beta-1} (1-t)^{\gamma-\beta-1} a\left(\frac{-n}{1-\gamma}\right) \sum_{n=0}^{\infty} \binom{\alpha}{n} \frac{(zt)^n}{n!} dt, \quad (3.6)
\]

which on using relation (2.15) yields the desired result (3.4).

Similarly, result (3.5) can be obtained by using relation (2.2) in equation (3.2) and then using the definition of the exponential function, thus the proof of Theorem 3.3 is completed. □
Remark 3.4. Substituting \( t = \frac{u}{1-u} \), \( t = \sin^2 \theta \) and \( t = \tan h^2 \theta \) in relation (3.4) respectively, we get the following results:

Corollary 3.5. The modified hypergeometric function \( F_p (\alpha, \beta; \gamma; z; a) \) has the following integral representations:

\[
F_p (\alpha, \beta; \gamma; z; a) = \frac{1}{B (\beta, \gamma - \beta)} \int_0^1 u^{\beta-1} (1 + u)^{\alpha-\gamma} (1 - u (z - 1))^{-\alpha} a \left( \frac{u(1-u)}{u} \right) du,
\]

(3.7)

\[
F_p (\alpha, \beta; \gamma; z; a) = \frac{2}{B (\beta, \gamma - \beta)} \int_0^1 \frac{\sin^{2b-1} \theta \cos^{2c-2b-1} \theta}{(1 - z \sin^2 \theta)^a} a \left( \frac{-p}{\sin^2 \theta \cos^2 \theta} \right) d\theta,
\]

(3.8)

\[
F_p (\alpha, \beta; \gamma; z; a) = \frac{2}{B (\beta, \gamma - \beta)} \int_0^\infty \frac{\sin h^{2b-1} \theta \cos h^{2a-2c+1} \theta}{(\cosh^2 \theta - z \sinh^2 \theta)^a} a \left( \frac{-p}{\tan \theta \sec \theta} \right) d\theta.
\]

(3.9)

Remark 3.6. Substituting \( t = 1 - t \) in relation (3.5), we get the following result:

Corollary 3.7. The modified confluent hypergeometric function \( \phi_p (\beta; \gamma; z; a) \) has the following integral representation:

\[
\phi_p (\beta; \gamma; z; a) = \frac{\exp (z)}{B (\beta, \gamma - \beta)} \int_0^1 t^{\gamma-\beta-1} (1 - t)\beta^{-1} \exp (-zt) a \left( \frac{-p}{1-t} \right) dt.
\]

(3.10)

Remark 3.8. Taking \( z = 1 \) in relation (3.4) and using relation (2.2), we get the following result:

\[
F_p (\alpha, \beta; \gamma; 1; a) = \frac{B_p (\beta, \gamma - \alpha - \beta; a)}{B (\beta, \gamma - \beta)}.
\]

(3.11)

Theorem 3.9. The following differentiation formulas for \( F_p (\alpha, \beta; \gamma; z; a) \) and \( \phi_p (\beta; \gamma; z; a) \) hold:

\[
\frac{d^k}{dz^k} (F_p (\alpha, \beta; \gamma; z; a)) = \frac{(\alpha)_k (\beta)_k}{(\gamma)_k} F_p (\alpha + k, \beta + k; \gamma + k; z; a),
\]

(3.12)

\[
\frac{d^k}{dz^k} (\phi_p (\beta; \gamma; z; a)) = \frac{(\beta)_k (\gamma)_k}{(\gamma)_k} \phi_p (\beta + k; \gamma + k; z; a).
\]

(3.13)

Proof. Differentiating (3.1) with respect to \( z \), we have

\[
\frac{d}{dz} (F_p (\alpha, \beta; \gamma; z; a)) = \sum_{n=0}^{\infty} (\alpha)_n \frac{B_p (\beta + n, \gamma - \beta; a)}{B (\beta, \gamma - \beta)} \frac{z^n}{n!}
\]

\[
= \sum_{n=1}^{\infty} (\alpha)_n \frac{B_p (\beta + n, \gamma - \beta; a)}{B (\beta, \gamma - \beta)} \frac{z^{n-1}}{(n-1)!}.
\]

(3.14)

Putting \( n = n + 1 \) in (3.14), we have

\[
\frac{d}{dz} (F_p (\alpha, \beta; \gamma; z; a)) = \sum_{n=0}^{\infty} (\alpha)_{n+1} \frac{B_p (\beta + n + 1, \gamma - \beta; a)}{B (\beta, \gamma - \beta)} \frac{z^n}{n!}.
\]

(3.15)
which on using the following relation

\[ B(b, c - b) = \frac{c}{b} B(b + 1, c - b), \quad (3.16) \]

In the R.H.S. gives

\[ \frac{d}{dz} \left\{ F_p(\alpha, \beta; z; a) \right\} = \frac{\alpha \beta}{\gamma} F_p(\alpha + 1, \beta + 1; \gamma + 1; z; a). \quad (3.17) \]

Again differentiating (3.17) with respect to \( z \), we obtain

\[ \frac{d^2}{dz^2} \left\{ F_p(\alpha, \beta; z; a) \right\} = \frac{\alpha(\alpha + 1)\beta(\beta + 1)}{\gamma(\gamma + 1)} F_p(\alpha + 2, \beta + 2; \gamma + 2; z; a). \quad (3.18) \]

Continuing up to \( k \) times, we get the required result (3.12).

Applying the similar procedure used to prove result (3.12), we get the desired result (3.13), thus the proof of Theorem 3.9 is completed.

**Theorem 3.10.** The modified hypergeometric and confluent hypergeometric functions

\[ F_p(\alpha, \beta; \gamma; z; a) \]

and \( \phi_p(\beta; \gamma; z; a) \)

have the following Mellin transforms:

\[ M\{F_p(\alpha, \beta; \gamma; z; a); p \to s\} = \frac{\Gamma_p(s; a)}{\Gamma(\beta, \gamma - \beta)} B(\beta + s, \gamma - \beta + s) \, _2F_1(\alpha, \beta + s; \gamma + 2s; z), \quad (3.19) \]

\[ M\{\phi_p(\beta; \gamma; z; a); p \to s\} = \frac{\Gamma_p(s; a)}{\Gamma(\beta, \gamma - \beta)} B(\beta + s, \gamma + s - \beta) \phi(\beta + s; \gamma + 2s; z). \quad (3.20) \]

**Proof.** Applying Mellin transform on both sides of (3.4), we have

\[ M\{F_p(\alpha, \beta; \gamma; z; a); p \to s\} = \frac{1}{\Gamma(\beta, \gamma - \beta)} \int_0^\infty t^{\beta - 1} (1 - t)^{\gamma - \beta - 1} (1 - zt)^{-\alpha} a\left(\frac{p}{\Gamma(\alpha)}\right) dt dp, \]

Interchanging the order of integrations in above equation, we have

\[ M\{F_p(\alpha, \beta; \gamma; z; a); p \to s\} = \frac{1}{\Gamma(\beta, \gamma - \beta)} \int_0^1 t^{\beta - 1} (1 - t)^{\gamma - \beta - 1} (1 - zt)^{-\alpha} \left( \int_0^\infty p^{s-1} a(\frac{p}{\Gamma(\alpha)} \right) dp \right) dt. \quad (3.21) \]

Using the following relations:

\[ \int_0^\infty p^{s-1} a\left(\frac{p}{\Gamma(\alpha)}\right) dp = t^s (1 - t)^s \, \Gamma_p(s; a), \quad (3.22) \]
and \((2.15)\) in the R.H.S. of \((3.21)\), we get

\[
\mathcal{M}\{\mathcal{F}_p(\alpha, \beta; \gamma; z; a); p \rightarrow s\} = \frac{\Gamma_p(s; a)}{B(\beta, \gamma - \beta)} \sum_{n=0}^{\infty} (\alpha)_n \frac{z^n}{n!} \int_0^1 t^{\beta+s+n-1}(1-t)^{\gamma-\beta+s-1} \, dt
\]

\[
= \frac{\Gamma_p(s; a)}{B(\beta, \gamma - \beta)} \sum_{n=0}^{\infty} (\alpha)_n \frac{z^n}{n!} \frac{\Gamma(\beta+s+n) \Gamma(\gamma-\beta+s)}{\Gamma(\gamma+2s+n)}
\]

\[
= \frac{\Gamma_p(s; a)}{B(\beta, \gamma - \beta)} B(\beta+s, \gamma - \beta+s) \sum_{n=0}^{\infty} \frac{(\alpha)_n (\beta+s)_n z^n}{(\gamma+2s)_n n!},
\]

which yields the desired result \((3.19)\).

In similar way, we can prove result \((3.20)\), thus the proof of Theorem 3.10 is completed.

\[\square\]

Remark 3.11. Taking the inverse Mellin transform of both sides of equations \((3.19)\) and \((3.20)\), we get the following results:

\[
\mathcal{F}_p(\alpha, \beta; \gamma; z; a) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma_p(s; a) B(\beta+s, \gamma-\beta+s) \times 2\text{F}_1(\alpha, \beta+s; \gamma+2s; z) \, p^{-s} \, ds
\]

\[\text{(3.23)}\]

and

\[
\phi_p(b; c; z; a) = \frac{1}{2\pi i} \int_{\gamma-i\infty}^{\gamma+i\infty} \Gamma_p(s; a) B(\beta+s, \gamma-\beta+s) \times \phi(\beta+s; \gamma+2s; z) \, p^{-s} \, ds
\]

\[\text{(3.24)}\]

respectively.

Theorem 3.12. The modified hypergeometric and confluent hypergeometric functions

\[
\mathcal{F}_p(\alpha, \beta; \gamma; z; a) \quad \text{and} \quad \phi_p(\beta; \gamma; z; a)
\]

have the following transformations formulas:

\[
\mathcal{F}_p(\alpha, \beta; \gamma; z; a) = (1-z)^{-\alpha} \mathcal{F}_p\left(\alpha, \gamma-\beta; \gamma; \frac{z}{z-1}; a\right), \quad \text{(3.25)}
\]

\[
\phi_p(\beta; \gamma; z; a) = \exp(z) \phi_p(\gamma-\beta; \gamma; -z; a), \quad \text{(3.26)}
\]

where \(|\arg(1-z)| < \pi\).

Proof. Putting \(t = 1 - t\) in \((3.4)\) and then using

\[
(1 - z (1 - t))^{-\alpha} = (1 - z)^{-\alpha} \left(1 + \frac{z}{1-z} \frac{t}{t}ight)^{-\alpha},
\]

\[\text{(3.27)}\]
in the resultant equation, we obtain
\[
F_p(\alpha, \beta; \gamma; z; a) = \frac{(1-z)^{-\alpha}}{\Gamma(\beta, \gamma - \beta)} \int_0^1 t^{\gamma-\beta-1} (1-t)^{\beta-1} \left(1 + \frac{z}{1-t}\right)^{-\alpha} a\left(\frac{p}{1-t}\right) dt,
\]
which in view of definition (3.1) yields the required result (3.25).

From (3.5) and (3.10), we can easily establish the required result (3.26), thus the proof of Theorem 3.12 is completed.

**Remark 3.13.** For \(a = e\), all the above relations reduce to the known results due to Chaudhry *et al.* [4].

### 4. Conclusion

In our present investigation, by using the idea given in reference [1], we have introduced some modified forms for basic extended special functions such as Gamma function, Beta function, hypergeometric function and confluent hypergeometric function. We have investigated some properties of these functions. Most of the special functions of mathematical physics and engineering, such as Jacobi and Laguerre polynomials can be extended by using the idea given here. Therefore, the corresponding extensions of several other familiar special functions and polynomials are need to be investigated.
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