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Abstract: Text classification consists in attributing text (document) to its corresponding class 

(category). It can be performed using an artificial intelligence technique called machine learning. 

However, before training the machine learning model that classifies texts, three main steps are also 

mandatory: (1) Preprocessing, which cleans the text; (2) Feature selection, which chooses the 

features that significantly represent the text; and (3) Feature weighting, which aims at numerically 

representing text through feature vector. In this paper, we propose two algorithms for feature 

selection and feature weighting. Unlike most existing works, our algorithms are sense-based since 

they use ontology to represent not the syntax but the sense of a text as a feature vector. Experiments 

show that our approach gives encouraging results compared to existing works. However, some 

additional suggested improvements can make these results more impressiveText classification 
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1. Introduction 

Text classification, also called text categorization, aims to classify texts (documents) into specific 

classes (categories) [1]. Thus, text classification allows attributing a text to one predefined class. It 

finds applications in several fields, notably information retrieval (IR) [2], information filtering (IF) 

[3], Web filtering [4], email or spam filtering [5], news filtering [6], sentiment analysis [7], 

knowledge management (KM) [8], text summarization [9], etc.  

Text classification issue can be addressed using an artificial intelligence technique called machine 

learning. Arthur Samuel defines Machine Learning (ML) as the research field that gives machines 

the capability to learn without explicit programming [10]. Before launching the ML algorithm, the 
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classification process needs: (1) Preprocessing, which cleans the text; (2) Feature selection, which 

chooses the features (generally words) that significantly represent the text; (3) Feature weighting, 

which aims at numerically representing text through feature vector.  

Generally, preprocessing is a common step for all the classifiers. However, several feature 

selection and weighting methods, and various ML algorithms can constitute a classifier. In this paper, 

we opted for a standard preprocessing step, and we used a classical ML algorithm, namely SVM. 

However, we propose new algorithms for feature selection and feature weighting. Both of them are 

ontology-based (sense-based). The first one takes all concepts and relations of all the domain 

ontologies that correspond to the text categories, and considers their features. The second algorithm 

builds the feature vector of a text by computing the number of terms (words) which are semantically 

close to each feature according to a similarity measure. The lack of domain ontologies has obstructed 

our solution. So, domain ontologies have been replaced by WordNet, which is a large lexical 

database that provides senses of English words [11]. Nouns, verbs, adverbs and adjectives are 

grouped into cognitive synonyms called synsets; each describes a distinct concept. Synsets are 

connected through lexical and conceptual-semantic relations. Nouns and verbs are organized into is-

a or hypernym hierarchies. 

The remainder of the paper is organized as follows: Section 2 reviews some feature selection and 

weighting methods; Section 3 describes the text classification process; Section 4 presents our 

proposed text classification system, notably feature selection and weighting algorithms; Section 5 is 

devoted to experiments, where classification tool, evaluation and comparative study are discussed; 

and finally, Section 6 gives some conclusions and perspectives. 

2. Related work 

A feature in a text can be a simple term (word), complex linguistic structure (e.g. part of speech 

(POS)), supported information (e.g. word’s first position), statistical structure (e.g. n-gram), Named 

Entity (e.g., person’s name), etc. [12]. Feature selection consists in selecting a subset of the features 

that describe the texts. In the literature, feature selection is also referred to as Dimensionality 

Reduction, because it aims to reduce the feature matrix’s dimensions that will be defined later. 

Feature selection should increase the classification accuracy and decrease the computational 

complexity (time and space) by deleting noise features. Thus, the feature selection step is important 

to improve the text classifier’s accuracy, efficiency and scalability [13]. 

Next is a non-exhaustive list of feature selection techniques: 

• Information gain (IG) has the same statistical meaning as the Kullback–Leibler divergence [14]. 

In text classification, IG is frequently used as a goodness criterion of a term (word). It looks for the 

term in a document to compute the number of bits of information, then predicts the class (category) 

of this document [15]. 

• Chi-square (also called Chi-squared test or χ2 test): originally, Pearson published a paper on Chi-

square where he investigated a test of goodness of fit [16]. To classify texts, Chi-square is employed 

to measure the relevance between t (term) and C (class) [17]. Galavotti et al. proposed a simplified 

variant of CHI-square called GSS Coefficient (GSS) [18]. The authors in [19] proposed another 

variant of Chi-Square, called Correlation coefficient (CC) or NGL. 

• Mutual information (MI) was defined and analyzed for the first time by Claude Shannon [20]. 

However, he did not call it Mutual Information. This term appears later in [21]. So, MI measures the 

mutual dependence between two random variables in probability theory and information theory. To 

select features from a text, MI measures the variations in the distribution of terms, and attributes the 

much higher rank to the terms of a positive nature [22]. 



Journal of Information Technology and Computing   3 

• Term strength (TS) was initially proposed and evaluated for vocabulary reduction in text retrieval 

[23]. Later, TS was used in text classification [24, 25]. In this context, TS estimates the importance 

of a term based on how many times this term usually appears in closely-related texts. A "training 

set" is used to get pairs whose cosine similarity is greater than a threshold. Then, TS is calculated 

by considering the estimated conditional probability that a term appears in the 2nd half of a pair of 

related texts, given that it appears in the 1st half.   

• Odds ratios (OR) is a statistical measure of the association between exposure and outcome [26]. In 

text classification, OR was proposed to select terms with relevant feedback [27]. OR starts from the 

fact that the distribution of features on the relevant documents is different from the distribution of 

features on the non-relevant documents. Mladenić, in [27], defines three measures inspired by the 

original OR formula: FreqOddsRatio, FreqLogP and ExpP. 

• Gini Index (GI) measures the purity of the features concerning the class [28]. In text classification, 

purity is the discrimination level of a term to distinguish between possible classes. 

• Term Frequency (TF) and Document Frequency (DF): TF is defined as the number of times a 

term occurs in a text. TF can be used to select features from a text. For example, we keep only 

features (terms) where TF exceeds a threshold. DF is the number of documents (texts) in which a 

term occurs. DF can also be used to select features from a text. For example, we maintain only 

features (terms) for which DF exceeds a threshold. 

Most feature selection techniques cited above are word-based (term-based). The advantage of 

word-based techniques is that a large text is reduced to a set of simple independent terms, making 

the classification efficient. However, relationships between terms are lost [29]. Besides this, 

Semantic ambiguity (polysemy and synonymy issues) occurs when using terms as features [12]. To 

overcome these problems, an ontology-based (sense-based) feature selection method should be used. 

Gruber defines ontology as an explicit specification of a conceptualization [30]. In computer 

science, ontology is the working model of entities and interactions [31]. The ontology consists 

mainly of concepts, relations, instances and axioms. The concepts correspond to a set of entities or 

things within a domain. The relations describe the interactions between the concepts. The instances 

are the things represented by a concept. The axioms are used to constrain values for concepts or 

instances. To the best of our knowledge, no work actually uses the domain ontology for feature 

selection and weighting in the text classification process. However, few attempts use WordNet in 

this context. 

In [32], the authors used a dataset (Brown Corpus semantic concordance) annotated with WordNet 

to compare word-based and sense-based features in the text classification process. With a small 

training set (182 texts), they didn’t significantly improve the classification effectiveness with sense-

based features. In [33], the author proposed sequence kernels for words and POS Tags, which detect 

basic syntactic information and basic lexical semantics. Moschitti concluded that his kernels are 

more effective and efficient than previous models. Peng & Choi in [34] proposed text classification 

based on the words’ senses and the relationships between the senses. Their experiment showed that 

using WordNet semantic hierarchy to have a sense-based document representation increases 

classification accuracy. 

After the feature selection step, a text will be represented as a feature vector that consists of 

weights of features in the considered text. The feature weight indicates the degree of importance of 

the feature in the text; it can be represented, for example, by the feature occurrences in the text. 

Feature weighting of a set of texts generates feature vectors that constitute the so-called feature 

matrix. This matrix is of dimensions m*n, with m the number of texts, and n the number of features. 

In the literature, Feature weighting is also referred to as Feature extraction, Indexing or Document 

representation. 
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Several feature weighting techniques can be found in the literature: 

• Bag-of-Words (BoW) appeared earlier in a linguistic context [35]. Lately, it has been widely 

applied in text classification [36], where each word’s frequency (occurrence) is used as 

a feature value for training a classifier. So, in this method, a text is represented as a bag (a set) of 

words, disregarding the grammar and order of the words, but keeping only their multiplicities.  

• N-gram is a set of n words appearing in a document in that order [37]. N-gram was introduced in a 

mathematical theory of communication [20]. It was later used in Natural Language Processing 

(NLP), where N-gram is usually defined as a sequence of N words [38].  

• Term Frequency ˗ Inverse Document Frequency (TFIDF) computes the importance of a word 

within a text (document) [39]. TFIDF is the product of Term Frequency (TF) and Inverse Document 

Frequency (IDF). TF was introduced as the first form of term weighting, the weight of a term that 

occurs in a text [40]. IDF quantified the specificity of a term by the inverse function of the number 

of texts in which the term appears [41]. 

• Word2vec is an NLP technique that uses neural networks to learn relationships between words from 

a huge dataset [42, 43]. As a result, each word is represented by a list of numbers called a vector 

such that the semantic similarity between two words corresponds to the similarity between their 

vectors. An extension of wor2vec, called doc2vec, aims to represent a word as vector, and the entire 

document as a vector [44]. 

• HashingVectorizer converts a collection of texts into a matrix of token occurrences [45]. The text 

vectorizer implementation uses the hashing trick [46] to convert a token (string) into a feature 

(integer). 

3. Text classification Process 

Our text classification process starts with a dataset consisting of a set of English texts that belong to 

several categories. Since we opted, in this paper, for supervised learning, we used a labeled dataset, 

i.e. each text must be annotated with its corresponding category. The dataset will be split into two 

parts: a training set (70% of the dataset) and a test set (30% of the dataset). As shown in Figure 1, 

the text classification process consists of three main phases: Training, Test and Prediction. 

The training phase receives as input Training set that undergoes four main stages:  

1. Preprocessing receives as input English texts, cleans these texts, and generates tokenized cleaned 

texts [47].  

2. Feature selection selects a subset of the features available for describing the texts to reduce the 

dimensions of the so called feature matrix; lines of the feature matrix are feature vectors of texts. 

This step produces a set of selected features. 

Note that Feature selection was drawn in Figure 1 with dashed lines because it is sometimes not 

specified in the classification process. In this case, all the tokens (words) from the preprocessing 

step are considered features and will be weighted in the next step. 

3. Feature weighting generates a numerical representation of cleaned texts. As a result, this step 

generates a feature matrix.  

4. Machine learning algorithm builds a machine learning model that constitutes the kernel of a 

classifier. The model represents what was learned by the machine learning algorithm.  

The test phase consists in running the classifiers generated from the previous phase on the test 

set and measuring each classifier’s performance. As an output of this phase, the best classifier will 

be selected.  
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Finally, the prediction phase receives a new English text introduced by the user as input. Then, 

the best classifier determines the text category. 

 

 

Figure 1. Text classification process 

4. Proposed text classification system 

In this paper, we have set up a system that covers the four steps of the classification process: 

4.1. Preprocessing 

Preprocessing includes tokenization and normalization. It also removes stop-words, numbers, 

punctuations, links, white-spaces and non-English words. 

Tokenization is splitting a text into subunits called tokens [48]. Generally, a token is a word of 

the text.  

Normalization is reducing a token to its base form. Two normalization techniques are usually 

used: stemming and lemmatization [49].  

Stop-words are high-frequency words in a document, such as "the", "but" and "not" that are filtered 

out, because their presence in a text fails to distinguish it from the other texts [50]. Thus, stop-words 

do not contribute to the content of the text [36], and consequently, they are deleted from the text. In 

addition, numbers, punctuation, URI links, multiple white-spaces and non-English words are 

removed from the text because they have no impact on the classification process. 

4.2. Ontology based feature selection approach 

In this paper, we propose an ontology based feature selection algorithm. As shown in Figure 2, our 

first idea was to take a set of domain ontologies; each corresponds to a category of texts. Then, we 

consider all the concepts and relations of these ontologies as the selected features. 
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Figure 2. Ontology based feature selection and weighting 

The lack of domain ontologies has obstructed this first idea. So, domain ontologies have been 

replaced by WordNet as illustrated in Figure 3. In this case, selected features are all the terms of all 

synsets (and their hyponyms) that correspond to the texts’ categories. 
 

 

Figure 3. WordNet based feature selection and weighting 

Next is the first proposed algorithm for feature selection: 
 

Algorithm 1: Feature Selection 

Inputs: Categories, WordNet 

Outputs: Features_list 

Begin 

For each Category 

    From WordNet, extracting all synsets where the Category name occurs 

    For each extracted synset 

        Add all the terms of the synset to Features_list 

        From WordNet, extracting all hyponyms of the synset 

        For each hyponym 

            Add all the terms of the hyponym to Features_list  
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        End_for 

    End_for 

End_for 

End 

The algorithm receives WordNet and a list of categories taken from the dataset as input. It returns 

a list of features that will be weighted in the next step. 

4.3. Ontology based feature weighting approach 

For the third step of the classification process, we proposed a second algorithm that builds the feature 

vector of a text by computing the number of terms (in the text) that are semantically close to each 

feature using similarity measures. 
 

Algorithm 2: Feature weighting 

Inputs: Texts, Features_list, WordNet, Similarity, Threshold 

Output: Feature_Matrix 

Begin 

For each Text 

    For each Feature in Features_list 

        For_each Term in Text 

            If (Similarity(Term, Feature) >= Threshold):  

                  Feature_Matrix[Text, Feature] = Feature_Matrix[Text, Feature] + 1 

            End_if  

        End_for 

    End_for 

End_for 

End 

The algorithm receives as input: texts, features, WordNet, a similarity measure and a threshold, 

and returns a feature matrix. 

A feature matrix is a set of feature vectors; each corresponding to a text. Similarity measure 

computes how much two elements are alike; it returns a value in [0..1]; the value 1 is given when 

the two elements are semantically equivalent. The threshold is the value that decides if a term and 

feature are semantically close so that they can be considered equivalent. 

4.4. Machine learning algorithm 

Several ML algorithms exist in the literature. In our classification system, we opted for Support 

Vector machines (SVM), a nonlinear generalization of the Generalized Portrait algorithm used 

initially for pattern recognition and computer learning [51, 52]. Afterward, SVM has been introduced 

explicitly as a new machine learning algorithm to resolve classification problems [53]. It maps the 

input vectors into high dimensional space and constructs separating hyper-plane(s).  

5. Experiments 

To perform our experiments, we first choose BBC dataset [54]. The BBC dataset consists of 2225 

texts taken from the BBC news website distributed over 5 categories: politics, business, 

entertainment, sport and tech. It was randomly split into a training set (70%) and a test set (30%). 

Then, we opt for Python language to implement our classifier.  
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5.1. Implementation 

Python is a powerful programming language [55]. It is also easy to learn. Python’s library contains 

built-in modules that provide standardized solutions for many problems when implementing our 

classifier. A module is a file containing Python definitions and statements. A collection of modules 

is called a package. Python allows us to install other external packages, among which we cite: 

• For the preprocessing step, the nltk [50], textblob [56] and tashaphyne [57] packages have to be 

installed. 

• Feature selection and weighting need the installation of gensim [58]. The numpy [59] package is 

also necessary for these two stages. 

• To implement ML algorithm, we used scikit-learn package [45, 60]. 

All these Python packages helped us implement our ontology based classifier that we made open 

access1 for the benefit of the NLP and AI communities. 

5.2. Evaluation 

As mentioned above, we implemented our classification tool1 covering: preprocessing, ontology 

based feature selection and weighting, and SVM. Then, we checked our classification tool using the 

BBC dataset [54]. Our classifier dealt with 2225*226 feature matrix: 2225 is the number of 

documents in the BBC dataset, and 226 is the number of the terms of WordNet synsets that are 

semantically related to the five categories in the BBC dataset. 

As an evaluation metric, we opted for Accuracy, which is the fraction of the study population that 

is decided correctly [61]. For a classification problem, Accuracy = (P + N)/T, where P (true positives) 

is the number of documents correctly classified, N (true negatives) is the number of documents 

correctly not classified, and T is the total number of documents. 

We recall that our proposed weighting algorithm (Section 4.3) needs two important inputs: 

threshold and similarity measure. The question that strongly arises now is: which similarity measure 

gives the best classification results, and with which threshold? 

To answer this question, we implemented six WordNet based similarity measures. For each one, 

we gave a series of threshold values. 

As shown in Figure 4, the implemented similarity measures relying on WordNet are: path [62], 

which is computed by inversing the length of the shortest path between two synsets; lch [63], which 

scales the shortest path between the two synsets by the maximum path length in the is–a hierarchy 

in which the synsets appear; wup [64], which computes the path length from the LCS (Least Common 

Subsumer) of the two synsets to the root node, and scales this value by the sum of the path lengths 

from the root to the individual synsets; res [65], which returns a score based on the LCS information 

content and that of the two synsets; both, lin [66] and jcn [67], increase the LCS information content 

by the sum of the information content of the two synsets; while lin scales the LCS information 

content by the sum, jcn subtracts the LCS information content from the sum, and then converts the 

inverse from a distance to a similarity measure. 

Different combinations (Similarity - Threshold) have been tested. Our ontology based classifier 

reaches its best result (Accuracy of 0.82) with wup similarity and a threshold of 0.8. 

 
1 https://github.com/khouloud-1/Ontology_Based_Classifier   

https://github.com/khouloud-1/Ontology_Based_Classifier/tree/master
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Figure 4. Evaluation results with different similarity measures 

5.3. Comparative study 

To show the efficiency of our classifier, we compare it to three other classifiers2, all of them have 

the same preprocessing step, and the same ML algorithm, namely SVM. Also, the three classifiers 

have word-based feature selection step. However, the first classifier uses BoW for feature weighting, 

the second uses TFIDF, and the third uses Doc2Vec. 

 
2 https://github.com/khouloud-1/Ontology_Based_Classifier 
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Figure 5. Classification Accuracy with different feature selection/weighting methods 

Figure 5 shows that our approach outperforms two classifiers. However, it needs more 

improvement to be the best one. This can be justified by the fact that, in its current version, our 

WordNet based classifier uses only the Nouns hierarchy. Besides this, WordNet is a lexical ontology 

dedicated mainly to linguistic applications. 

We think that using actual domain ontologies instead of lexical WordNet, will improve our 

classification system’s result for many reasons: 

• Concepts of the ontology are specific Nouns describing the category to which a text belongs.  

• Relations between concepts will represent Verbs in a text.  

• Ontology instances can be Named Entities in the text. 

• Ontology axioms can infer hidden information that can contribute to the classification process. 

6. Conclusion and perspectives 

Feature selection and weighting are primordial steps in the text classification process aiming to 

attribute a text to its corresponding category. While feature selection extracts important features from 

a text, feature weighting represents the text through a feature vector that includes a set of values; 

each represents the weight (importance degree) of the feature in the text. To be accomplished, the 

text classification process also needs Preprocessing as the first step, and ML algorithm as the last 

one. 

In this context, most existing classifiers use word-based feature selection and weighting 

techniques. In this paper, we propose two sense-based algorithms for selecting and weighting 

features. Both consider concepts of the domain ontologies as the features that can characterize a text 

to be classified. Our first intention was to use domain ontologies corresponding to the texts 

categories. However, we substitute them by WordNet due to the lack of such ontologies. 

A classification tool has been implemented, and experiments have been conducted to show the 

efficiency of our approach compared to the existing works. Experiment results were encouraging; 

however, some additional suggested improvements can make these results more impressive. 

As future work, we plan to use real domain ontologies, or RDF Linked Data, which is data 

interlinked with other data [68], widely available on the Web, like Dbpedia [69]. 
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In its current version, our classifier uses only two kinds of WordNet similarity measures in the second 

algorithm: path-based (wup, lch and path) and content-based (jcn, lin and res). The next version 

should implement relation-based measures to improve the classification results. Relation-based 

measures are: hso [70], which computes the relatedness between two synsets by looking for a path 

between them that isn’t too long and that doesn’t change direction too often; lesk [71], which 

computes relatedness by scoring the overlaps between the synsets’ glosses; and vector [72], which 

computes relatedness by finding the cosine between the gloss vectors of the two synsets. 
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