Review on Gene regulation: DNA-protein and protein-protein interactions and their regulatory elements
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Abstract: The non-coding elements that control transcription are found in the chromatin structure of organisms. Recent findings identify the non-coding regulatory elements (e.g., enhancers, silencers, promoters) that control transcription and examine their respective protein interactions. The multiple topological environment limitations, including interactions of promoter-enhancer and specific enhancer-bound proteins with variable promoter compatibility, begin to shape a picture. These transcription factors and co-factors contribute to various expressions based on which enhancers and promoters are found inside sequences. A novel trait of transcription factors and co-factors establishes nuclear microenvironments or membranes compartments with phase-separated liquid characteristics. These settings are capable of enriching some proteins and tiny molecules at the expense of others. To better understand gene regulation in the nucleus, more study is needed on transcriptional regulators and their interactions.
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1. Introduction

Specific gene expression systems need the establishment and maintenance in multicellular organisms. Transcription regulates gene expression by converting DNA to RNA at promoter regions, RNA polymerase II (Pol II) initiates the first stage of RNA synthesis, because Pol II is only present in promoter regions before transcription starts. When the pre-initiation complex (PIC) is present, only low amounts of transcription are achievable. To greatly increase the effective transcriptional initiation, enhancer regions of non-coding regulatory are also required. An enhancer adds proteins such as transcription factors (T.F.s) and co-factors to an existing transcription unit, increasing the frequency of transcription from the unit's promoter. To understand how gene expression programs are regulated, it is critical to investigate the molecular mechanisms by which these factors interact to activate transcription.

This section will explore new ideas about examining the transcription process and recent findings that help explain how regulatory specificity is achieved. Our final focus is on the biophysical ability of transcription factors and co-factors to establish liquid-liquid phase separation microenvironments to assist protein-protein interaction with the regulatory element to which it connects.
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1.1. Dynamics of transcriptional bursting

Despite the fact that transcription levels vary considerably between genes, the mechanism by which such different transcription rates are regulated is still a mystery to researchers. Most transcription is a series of bursts separated by periods of apparent inactivity, using two model methods: burst size (the RNA generated by each burst) and also burst frequency (in a certain time frame, how many bursts occur is recorded)[1, 2]. Thus, it is possible to vary the transcription parameters by adjusting the length, frequency, or both of the bursts.

Researchers recently gained better insights into nascent transcripts and can assist in identifying the bursting dynamics of single genes with the recent advancements in live-cell imaging. For example, the estrogen-responsive TFF1 gene[3], with short and extended refractory periods of several hours to many days, can perhaps explain the erratic nature of populations of individual cells[4]. Additionally, imaging is applied to measure the mechanisms that may influence or govern bursting dynamics. In particular, the T.F.s’ residence durations and the bonding percentages were linked with bursting through the Gal4 transcription factors and the glucocorticoid receptors [5, 6]. This discovery was somewhat surprising as the modification of bursting parameters such as frequency and burst size did not appear to depend on Pol II recruitment since cellular differentiation or the inhibition of BET protein altered the frequency of burst size; however, the recruiting rates for Pol II did not effect[7]. Thus, the data reveal that some promoters appear to use a separate rate-limiting phase different from Pol II recruiting to set off transcription bursts.

A significant improvement has been made in the parallel analysis of thousands of expressed genes using allele resolved single-cell RNA sequencing. [8], which is likely to result in highly accurate estimates of transcriptional burst characteristics. By studying gene expression at the genome level, this analysis revealed that the activity of an enhancer was found to affect burst frequency. However, the size of a promoter affected TATA box promoters and burst size. Scientist believes that it will shed new light on the regulation of bursting.

1.2. Gene expression and genome topology

Gene expression is best described as gene and regulatory components being bound into localized regions known as topologically associated domains (TADs). Intra-TAD chromatin interaction frequencies are high, but inter-TAD chromatin interaction frequencies are low. TADs may act as functional units to guide transcriptional regulation because they can allow intra-TAD regulatory communication by interacting with surrounding TAD regulatory components. TAD-functioning examples come from structural polymorphism analysis linked to different medical problems [9-13]. By examining a branchioculofacial syndrome model, scientists determined that an inversion disrupted a TAD comprising the TFAP2A gene. As a result, TFAP2A production was reduced. Most likely, the promoter of TFAP2A was detached from its corresponding enhancers[14]. An unusual inverse relationship occurred between the Epha4 locus and gene expression; when new connections developed in the Epha4 locus, the new interactions with enhancers from a neighboring gene cluster resulted in aberrant gene expression [15]. Overall, these occurrences of disease-associated structural variations suggest that topological boundaries play a role in ensuring the robustness of gene expression and preventing abnormal enhancer-promoter interactions.

The several TAD disruptions discussed here prove that TADs are required for gene expression maintenance and can shed insight on several previously unknown disease characteristics. Furthermore, most other studies indicated that altering TAD structures had no substantial effect on gene expression; TAD fusion was generated by changes in the CTCF sites adjacent TADs within
Sox9-Kcnj2 locus, although gene expression was low or non-existent as a result of these changes. [16]. Hox-D gene expression is similar after removing boundaries in the Hox-D locus[17], and after many years of structural rearrangements, gene expression on Drosophila balancer chromosomes is also intact[18]. However, in the vicinity of breakpoints, Hox-D gene expression has changed in its levels and patterns of expression [19].

An identical pattern of gene expression change was also observed when TADs were rapidly depleted, removing the possibility of compensating mechanisms being used. During acute depletion of cohesin in mESCs, the formation of TADs was disrupted, leading to the elimination of domain [20]. However, relatively minor alterations were detected in gene expression, confined to genes located near super-enhancers. While the decrease of the protein CTCF with only a minor impact on gene expression led to the complete elimination of TADs, it also eliminated CTCF, whose abundance had previously established boundaries for genes [21, 22].

While the exact mechanisms underlying these disparate outcomes are unknown and may include the development of new links rather than the severance of existing ones [16]. Gene expression looks remarkably stable; however, it has not yet been demonstrated that this is consistently the case. In addition to these results demonstrate that, in most cases, a single TAD does not control the Prevalence of enhancer-promoter contacts across multiple genes[23]. This research supports the conclusion that new mechanisms must be developed to account for how individual TADs govern the rate of enhancer-promoter interactions in cells.

Figure 1. TADs limit the interactions between enhancers and promoters. By rewiring promoter-enhancer connections, these alterations to the structure, like inversions, may affect the regulation of gene expression. On the other hand, a full breakdown of the TAD structure has no tangible effect on gene expression.
1.3. Co-factors involved in transcription

Although this happens in many disease-associated examples mentioned, abnormal connections between Enhancer and promoter resulted in the gene expression of just certain in certain situations. However, this may mean there is an intrinsic trait present in enhancers and promoters in not all genes. The similarity between Drosophila regulatory elements has indeed been shown in the experiment where a promoter with a set of genome-wide enhancers is paired with a promoter belonging to a different species\[24, 25\]. In humans and Drosophila, transcriptional coactivators reconcile enhancer-promoter communication and transcriptional start. When coactivators like mediators or MLL3/4 were driven to recruit a complicated library of promoters, they preferentially activated distinct promoters. Because of these preferences for co-factors and their inability to universally fit all promoters\[26\], it is reasonable to believe that distinct co-factors use various methods to control a variety of different gene expression and these pathway are not interchangeable between co-factors. Promoters that react uniquely to the list of previously discussed co-factors have sequence variations, initiator motifs, and TATA-box, for example, be effective against CpG dinucleotides. There are multiple regulatory and rate-limiting factors associated with variations of these features. Thus these characteristics will likewise vary in those stages.\[27\]. They may interact with a variety of proteins and/or have different PICs. The application of regulatory compatibilities to various promoter types and how promoter-enhancers work are addressed, and co-factors eventually influence transcriptional bursts.

Many transcription factors (promoters and co-factors) can share regulatory compatibilities, implying that transcriptional regulation could differ according to different factors. Several examples of differential co-factor requirements have been seen in the last years. For example, in olfactory epithelial cells, the co-factor Ldb1 and transcriptional regulators Lhx2 are required for olfactory receptor gene transcription.\[28\]. Similarly, the coactivator-3 (SRC-3) of an estrogen receptor is used particularly to activate the GREB1 gene\[29\]. Without the activities of the co-factors, transcription would be impaired, or the spatial relationships between the promoters and their analogous enhancers would be disrupted. Even at the levels of each subunit of the mediator, gene-specific co-factor requirements are seen. Studies conducted in the last decade indicated that depletion of MED14, a structural core mediator component, caused a global disruption of gene expression without changing the topological structure of the genome.\[30\].
These alterations in gene expression and cell viability were caused by decreased mediator units (particularly in the tail loop). According to these investigations, mediator subcomponents may exist and may be utilized differently[30]. The current study found that co-factors are unnecessary for all enhancers and promoters to work, and transcription may activate processes using co-factors that are unique to those particular mechanisms.

1.4. Transcription factors.

One of the most important links between regulatory DNA elements and co-factors is transcription factors; also, because they influence gene regulation and co-factor specificity, they can manipulate the expression of genes. The structure of T.F.s reflects this dual function, which consists of a DNA binding domain (DBD) and a transactivation domain (TAD) to facilitate in activating the transcription factor via co-factor binding and recruitment. T.F.s must have very specific criteria for identifying their specific binding sites, as regulatory elements are frequently entombed in chromatin. The capacity of 220 transcription factors to attach chromatinized DNA was profiled[31]. It was discovered that the vast majority of transcription factors are unable to reach chromatinized DNA. Several T.F.s, including those in the EN1 and SOX families[32], bind tightly to nucleosomal DNA and are classified as pioneer factors with others like FoxA in humans, Grainyhead, and Zelda in Drosophila[33, 34]. Structural studies reveal that pioneer T.F.s can engage chromatinized DNA and then serve as a platform for binding additional T.F.s. The linkage of pioneering T.F.s such as Sox2 and Sox11 with nucleosomal DNA leads to distortions in DNA. To help with the binding of the transcription factors, the nucleosome is destabilized, and a portion of the motif binding sites are subjected to allow binding. [35-38]. In addition, the repositioning of pioneering T.F.s by the N-terminals of histone 4 is binding, which could be incompatible with greater nuclear stacking, thus opening up local chromatization. The T.F.s' transcription activation domains (tADs) are essential for transcriptional activation because of their interactions with co-factors. In recent years, Not only have these domains been mapped and dissected using high-throughput methods in recent years but, a role for tADs in influencing T.F. binding in vivo appears to exist irrespective of the DNA-binding domains of the transcription factors. [39]. The latter illustration demonstrated that Msn2 deletion did not impact its genomic synchronization at most binding site. It is questionable whether the tAD recognizes specific targets via DNA association sampling or by interacting with other T.F.s bound to Msn2-target promoters, as suggested for highly occupied target (HOT) regions[40].

The combinatorial function of transcription factors (T.F.s) is a fundamental part of developmental gene regulation[41]. The general scientific consensus has long been that T.F.s bind cooperatively, like single nucleotide polymorphisms (SNPs) or mutations in a T.F. binding site might alter the affinity of another T.F. [42-44]. For this reason, we completely unaware of the dynamics of co-binding and how many transcription factors are co-bound at the same moment. Multiple DNA footprinting technologies now permit the simultaneous detection of T.F. attachment and DNA accessibility of adjacent enhancers [45-47]. Remarkably, adjacent T.F. binding sites and enhancers tend to coordinate with each other. Apart from the cooperative attachment of co-expressed T.F.s, To
enhance the establishment of asymmetric neuron pairs in C. elegans, even T.Fs that never co-express can induce transcription in a creative manner via a temporal integration mechanism[48].

### 1.5. Selective cofactor-TF interactions by liquid-liquid phase separation

We have mostly been under the influence of a sequential model that holds that unique transcription factors bind to specific DNA sequences, followed by specific protein-protein interaction that bind co-factors homogeneously distributed inside the nucleus. This model has been improved during the last years by a developing biophysical property that many regulators display the capability of becoming liquid-liquid phase separators (LLPs)[49]. Changes in histone modifications and readers of those modifications may also induce multivalent relationships, such as the one found between histone and their reader-domains[50]; generate new microenvironments that focus on specific factors. Indeed HP1 LLPs and H3K9me3 not only induce heterochromatin formation but are also important in causing the increased compactness of this kind of chromatin, as well as inhibiting transcription factor access to the chromatin domains[51-53].

Interestingly, not all HP1-distinct heterochromatin appears to follow the LLPS form, suggesting that heterochromatin contraction may occur independently of HP1[54]. More broadly, the LLPS model can be used to segment engaged and repressed genomic regions: Clusters of H3K27-acetylated chromatin domains are found in C.elegans. They are linked to p300/CBP-1, an acetyltransferase, and ATF-8, a transcriptional activator[55]. Active domains of DNA methylation and CEC-4 are structurally different from repressed H3K9-methylated areas. The loss of CEC-4 or Mrg1 resulted in the extension of p300/CBP-1 in heterochromatin.

Additionally, maintaining active and repressed domains is strongly dependent on a proper balance among repressors and activators. Recently, MeCP2 is enriched at HP1 indicated LLPS heterochromatin areas[56]. Patients with Rett syndrome who possess mutations in the MeCP2 gene have impaired ability to phase separate MeCP2, indicating that LPS may play a role in the disease process[57]. In addition, it is not always the case that transcription is detected at transcription sites, and it will be significant to comprehensively compare all the transcription sites found with those in LLPS condensates [58-62].

The existence of acetylated lysines on Histone 3 can make an important contribution to chromatin LLPS capability. Chromatin droplets dissolve due to the reduction in net positive charge caused by acetylating nucleosomes on lysine residues[63]. On the other hand, acylated chromatin can phase segregate into droplets in the existence of the activator Brd4, which excludes parts of the chromatin that Brd4 does not attach in vitro. Phase separation and segmentation of distinct phases are likely enhanced by chemical perturbations on chromatin, including the ubiquitination, methylation, and phosphorylation of chromatin as well as the Partitioning of different phases to allow precise protein-protein interaction[64].

There are many transcriptional proteins that could use LLPS including Pol II[65], mediators (particularly Med1)[66], and transcription factors (T.F.s)[67]. The intrinsically disordered regions (IDRs) that may play a significant role in LLPS are also predicted to be present in low-complexity domains. Although mutations that alter the length of individual I.D.s are harmless for specific T.F.s, they can change the activation functions and tendency to phase separate for particular transcription factors [68, 69]. After forming, these condensates have the ability to bind proteins and tiny molecules: It has been demonstrated that mediator condensates can accumulate signaling molecules like as SMAD3 and STAT3 [70]. The DNA binding co-factor TEAD4 as well as other co-factors including such Brd4, p300, and Cdk9 were enriched in droplets generated by the TF TAZ[71]. There
are many other molecules aside from proteins that also contribute to the concentration of certain activators. Examples include small molecules called LLPs, such as Med1 LLPs droplets, which concentrate on therapeutic agents such as cisplatin[72].

Knowing the several different types of nuclear environments and the chemical laws that regulate their development would be quite fascinating (Figure 3). For example, we can imagine that distinct nuclear functions, such as transcription repression and activation, may generate their own nuclear microenvironment. This could lead to two separate ways of activation by developing and housekeeping transcriptional processes [73]. Respectively, mitosis, DNA damage, or other factors may be involved. Though heterochromatin phase transitions create large domains, activation appears to produce smaller-sized microenvironments or hubs. Consequently, Researchers are trying to figure out how many proteins are involved and how they interact with each other including an electron microscope or high-resolution optical microscopy, would be required [74-76].

2. Conclusion

Gene regulation is a complex procedure that involves numerous protein components that influence non-coding regulatory elements. This study finds that understanding the relationship between genomic architecture and Enhancer and regulatory domains has progressed greatly in the last several years. Further progress will be fascinating to grasp how different promoter types convert activation to transcription function that how these indications affect burst sizes or frequencies, or both, to increase transcriptional activity.

We believe these LLPS research results will also reveal novel insights into the molecular principles that regulate the division of the nucleus into smaller microdomains, which allow various proteins
and their abilities to be enriched while restricting other proteins and their functions. New, high-resolution imaging technologies will allow for more comprehensive investigations of these kinds of LLPS at the site of active or repressed gene loci.
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