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Abstract: Most research works in Artificial Neural Network (ANN) commonly use single hidden
layer (SHL) topology without considering the problem type, its complexity and desired depth of
supervised or unsupervised learning. This could be partly due to the inherent complexities associated
with the use of more than one hidden layer which in turn affects solution efficiency. However, there
is often a trade-off between efficiency and effectiveness of result. When effectiveness is prioritized
especially for sensitive or mission-critical systems, then multiple hidden layers can become
advantageous. This research has investigated the ability of an Artificial Neural Network (ANN) with
two hidden layer topology to demonstrate improved learning performance in comparison with a
single hidden layer architecture ANN system. A two hidden layer (THL) Neural Network was
developed and implemented using Microsoft Visual Studio programming suite and applied to a
pattern recognition problem. The gradient descent optimization of the back propagation algorithm in
a feed forward scheme was used in the development of the supervised ANN which consisted of thirty
inputs at the input layer, two hidden layers with five nodes and a single output layer with one node
for a Boolean response. Normalized images mapped into a pattern extraction template using principal
component analysis (PCA) of the original images served as pre-processed inputs to the two hidden
layer architecture with an initial learning rate of n = 0.1 and maximum tolerable rate of n = 0.4 for
fast convergence. Iterations for validation of the feed forward back propagation algorithm using three
image patterns showed that over 96% recognition of presented data was recorded. Graphical
comparison of the results obtained from separate iterative sessions of the One Hidden Layer (OHL)
and (THL) architectures under same input-output dataset revealed more visible features of attained
deep learning by the two hidden layer architecture due to enhanced synapticity of additional nodes.

Keywords: Two Hidden Layers, Synapticity, Pattern Recognition, Deep Learning, Principal
Component Analysis, Gradient Descent Optimization, Artificial Neural Network

1. Introduction

Application of Artificial Neural Networks (ANN) to pattern recognition problems where a
significantly high level of data mining accuracy is required for effective decision making has recently
gained substantial attention in some knowledge domains comprising machine learning, artificial
intelligence, software engineering, business process forecasting, and recent advances in artificial
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intelligence amongst others. ANN has over the years been used to show significant relationship
between input and output parameters in non-linear statistical modelling of huge databases that
appears meaningless and unlinked to the human reasoning process. Advancement in the use of ANN
for connection of patterns in large databases have continued to record a heightened attention in the
literature as it keeps up with the provision of unique and verifiable solutions to recent problems.

An assessment of the use of ANN in solving pattern recognition tasks has been embarked upon by
[5] for which they stated that the use of ANN over other methods such as statistical approaches is
“the best possible way of utilizing available sensors, processors and domain knowledge to make
decisions automatically”.

Supervised learning provided by gradient descent methods such as the standard back propagation
algorithm (BPA) and its variants such as the Levenberg-Marquardt Algorithm (LMA) have proved
to produce a guaranteed solution to presented input/output pairs when used to teach or learn a target
function. This has created the flexibility of being deployed in numerous optimization tasks in
engineering. The synapticity provided by the randomly generated connection weights and biases
coupling of input/output pairs further makes the BPA and its variants to imitate the natural learning
process of the biological synaptic neuron network that involves mostly reflex responses to excitation
signals. Though the speed and accuracy provided by these machine learning efforts including the
fastest LMA, cannot match the imitated biological system which is capable of providing solutions to
tasks such as pattern recognition and classification in fractions of seconds effortlessly. The
interpretability of results from numerous iterations in a session of implementing a BPA or other
ANN based techniques is also of considerable importance for utilization in machine learning. Critics
of the BPA have pointed out that the very slow implementation of the steepest descent method and
the need for a huge dataset required for training, validation and testing purposes makes ANN clearly
not applicable to certain engineering problems. However, the merits of ANN outweigh its demerits;
for instance, variation of the learning rate and introduction of a momentum term to the steepest
descent optimization equation can help get the BPA faster to convergence within appreciable error
tolerance [37]. Various performance and convergence optimizations for ANN has also been proposed
by [3, 20], etc. The dependence on machine learning tools for solving society challenges must be
designed in easily verifiable manner as pointed out by [38]. Pattern recognition premised on ANN
for processing of pre-normalized inputs can be used for detection of changes in previously identified
static images or scenes for security purposes and for analyzing spatial patterns of features in maps.
It can also be used to identify defective or inconsistency in parts, goods, fracture bound products
such as spectral analysis of engineering materials. Satellite imagery, weather forecasting and seismic
processing can depend on ANN for faster and improved analytical deductions.

The function of data pre-processing for better data interpretation and pattern recognition by ANN
have been elucidated by [7-8] in which it was stated that one of the advantages of the feature
extraction (also known as dimensionality reduction) will lead to improved performance by the ANN.
Another benefit according to the sources includes cleaning up deficiencies usually present in real
data in the form of missing or disjointed data. The role of prior knowledge about the pre-processed
data such as information which is relevant to the solution of a problem and present in the data can
be harnessed to help get better results of interpretation from artificial neural networks based on
improved computational intelligence [45, 48].

Pattern recognition premised on connectionist based ANNs was proposed in [28, 34], while [33]
and [1] adapted the use of ANN to face recognition by extracting the features in a face image using
the popular principal component analysis (PCA) and Karhunen-Loeve transformation (KLT) as used
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in [11] with the feed forward neural network deployed to learn and recognize the patterns from the
PCA generated features. [26] combined a hybrid of local image sampling, a self-organizing map
neural network, and a convolutional neural network in a method for face recognition while [42] and
[25] analyzed eigenfaces by using PCA for recognition of faces. PCA involves a mathematical
procedure that transforms a number of possibly correlated variables in the image under analysis into
a smaller number of uncorrelated variables called principal components. PCA for dimensionality
reduction for face recognition according to the authors involved a face image being projected to
several face templates called eigenfaces which is then considered as a set of features that
characterizes the variation between images. Once a set of eigenfaces is computed, a face image can
be approximately reconstructed using a weighted combination of the eigenfaces. The authors
combined PCA and BPA to achieve over 90% recognition rate for validation of faces. Furthermore,
in the analysis of textures, [12, 8] carried out pre-processing of images using Gabor filters for feature
extraction from texture mosaics that are classifiable as comprising grass, sand, raffia, herring, wood
and wool (center square). They achieved a high percentage classification rate on both artificial and
natural textures using the combined supervised and unsupervised neural network approach to pattern
recognition. A special type of pattern detection using kernel density estimation (KDE) was applied
in [15]. It used spatial patterns in smooth and continuous interpolated surface maps of occurred
accidents in a metropolis to estimate traffic accidents. The authors developed sixteen models using
KDE and other parameters to analyze relative accident-risk cities with room for extrapolating risks
in cities with unavailable data by calculating the density of events around each point and scaling the
distance from the point to each event on the map. An analysis of the view finder for mobile robot
navigation as presented in [19] used two separate neural network schemes to analyze the resultant
path of mobile robots on encountering obstacles with the use of ultrasound range finder data. A PCA
layer which condenses the input data down to a few principal components was placed between the
inputs and hidden layer of the ANN. The proposed method was tested in a static obstacle environment
with the aim of aiding the robot to operate within the optimal time while in search for the shortest
possible and safe path to the target position.

Most usage of ANN to proffer solution to engineering problems has been largely based on supervised
learning. This is due to the need for accuracy and speed in solving non-linear problems or fitting
such problems as close as possible to linearity. Unsupervised learning behavior of neural networks
as seen in the Hopfield network learns unique features on its own [17], thus making them closer to
the complex natural neural processing ability of biological systems of man and animals which is
highly stochastic and fuzzy. A Hardware implementation for solving such optimization problems
using analogue processors can be found in [41]. The synapticity of neural networks as captured by
Hebb in his original work on synaptic plasticity of neural networks states as follows: “When an axon
of cell A is near enough to excite cell B or repeatedly or persistently takes part in firing it, some
growth process or metabolic changes takes place in either one or both cells such that A’s efficiency,
as one of the cells firing B, is increased” [16]. Analysis of synaptic plasticity of neural networks
based on spiking neurons integrating and firing was investigated by [10] in the field of neuromorphic
approach to natural computation. The task involves a very large-scale integration (VLSI)
implementation of a small Hebbian spike-driven plasticity network for learning stochastically actual
changes in the synaptic efficacies of inputs based on multiple microcontrollers and workstations
handling of inputs, control parameters, spike recording, visualizing and analyzing data. The resulting
chip from the work holds huge prospects for real-time enabled synaptic plasticity of neuronal activity
with provision for long term activity storage or synaptic stability. [21-23, 29 and 46] gave guidelines
on the analysis of prediction errors over the output nodes and over all the records in the training set
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of an implementation of the gradient descent algorithm in BPA. They also analyzed the use of the
results to adjust the randomly generated weights on initialization of the ANN.

As application of results from ANN processing continue to find relevance in solving real world
challenges such as wild fire propagation over several hectares of land, instantaneous building up of
hurricanes, disappearance of airplanes during clashes, migration of large animals such as whales,
birds, etc. in a particle swarm optimization model, there is urgent need for better understanding of
the plausibleness offered by the analysis of multiple hidden units of ANN. Also, with current
deployment of 10Ts as sensorial units for machine learning inputs and its attendant security detection
systems as noted by [18, 24, 27 and 43], the knowledge band-gap for synaptic learning for connected
patterns in real data continue to increase with computational and processing capacity of computer
systems.

2. Materials and Methods

The methodology adopted for this research involves transposing the salient features available on an
image or picture that represents a pattern or trend unto a y by x condensed pixe.l format that allows
for 30 inputs or cells for multiple hidden layer ANN processing. Each input cell corresponding to
the salient features of pattern of interest is associated with a sub pixel comprising any of nine mono-
colored shapes that have been assigned values ranging from 0.1 to 0.9 a priori. This simple template
matching implementation of PCA resulted in a dimensionality reduction, enlargement or same size
of the original picture or trend. The normalized-extracted features of the analyzed picture are then
sent for ANN processing to identify the resulting image, pattern or hidden detail of interest using a
two hidden layer ANN topology to maintain the deep learning intended and a compromise on the
speed of execution of all iterations. Since the area spanned by the image was intentionally been made
small as (y by x) sub pixels yet can represent vast expanse of land such as available on a map, ocean
bed analysis or even small patterns that can be enlarged for greater details and clarity. In application
of these condensation or enlargement, a priori knowledge or feedback on the pattern to be determined
served as a guide in the image reconstruction to ensure that severe distortions to extracted image
does not cause inability to fully reconstruct the pattern or trend conveyed by the extracted features
which will create a lacuna in the interpretation of the solution. This is also bearing in mind that real
inputs are always mostly sparse, inconsistent and stochastic. The adopted a priori feedback control
and the dependence on the ability of multiple hidden layer neural networks for deep learning of the
resulting extraction would lead to a guarantee interpretation and pattern recognition. The deep
computational learning scheme provided by a two hidden layer neural network was used in the
resulting analysis. In the two hidden layers’ topology, the first hidden layer (FHL) contained three
nodes while the second hidden layer (SHL) consisted of two nodes. The coupling of three to two
nodes in the hidden layers and not vice versa is based on the fact that the synaptic learning of the
back propagation’s gradient descent optimization is better propagated from more to fewer nodes.
The three-by-two hidden layer topology choice had been informed from the investigation of the
optimal number of hidden nodes for most optimization problems in ANN by [14, 39]. The network
has a full connectionist network of all nodes from the input layer to each node of the FHL which in
turn has all the nodes of the FHL fully connected to the SHL and finally all nodes from the SHL
connected to the output node. The ANN was implemented with the feed forward error back
propagation algorithm and its topological schematic is depicted in Figure 1.
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Output

Figure 1. Architecture of the two hidden layer neural network

2.1. Gradient Descent Optimization

The gradient or steepest descent algorithm for the BPA is premised on a prediction error obtained
from the sum of square of the difference between the current output and the expected output of the
first forward sweep of the network. The squared prediction errors are summed over the output nodes
and over all the records in the training set from the database under analysis and then used to adjust
the randomly generated weights in the next forward sweep.

2.1.1 First Network Sweep

To obtain the value of the weights and direction of adjustments of the SHL nodal values, the resulting
solution from the FHL nodes are deployed as inputs to the SHL as in (1)

NeY; oupuy = NY(sirstriy = ZwinNi 1)
Yin = N€t;qu0u 2

For i =1, 2 and 3, the obtained sum after sigmoidation by the squashing function is then used to
compute SHL nodal values [4]. From the SHL, a summation of the values with corresponding
generated nodal weights are used to feed the output layer after squashing again with the sigmoid
function as illustrated below. The randomly generated weights win and the inputs from the FHL’s
output, netj are related by the summation below to obtain nets.

nets(sec ondHL) — Z Wis Yin 3
downstream
= ch ycn + WOn yOn + Wln yln + W2n y2n (4)
and since y,, = 1; this becomes
=We, +Won Yon + Wy Yin +Wo, Y2, )

where
w,, = constant value required to keep the ANN from damping to zero

The net, computed from each node of the second hidden layer is very small due to the effect of the

sigmoid squash and its randomly generated weights. Hence, to improve its synaptic strength in the
current iteration and for flexibility, the resulting nets is expressed as a reciprocal function to yield

net, = — (6)

n ets(sec ondHL)
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The reciprocal function minimized the effect of the squashing operation by the sigmoid function that
was used in the upstream hidden layer and also to improve the peculiar slow convergence for steepest
or gradient descent optimization of multiple hidden layers. The resulting values for nodes one and
two of the SHL obtained from (6) resulted in the sigmoidation as in (7)

1

in = (1+e—netN5) (7)
The resultant or actual output for the iteration was obtained using
ne"S(SecLayerOutput) - Z\Nm Yin (8)
i

2.1.2 Second Network Sweep

The error responsibility for adjusting the initially generated (or last upstream) weights of the second
forward sweep’s output was obtained from

S.=output (-output Y@ctual,-output ) )
While the weight change was computed using
AW oni = noni(i) (10)
where 1 = learning rate. The new weight for populating each output node is given as
Woni new = Woni corrent T AWon (11)
Furthermore, the first hidden layer’s error responsibility was obtained from
Ohiddentayers = OUTPUL et avers (1 — OULPUL ey avern) Zijéhi (12)

downstream

The updated rule for the hidden layer’s new weight is given as

AWhiddenLayer1 = NOhi .OULPUL hiddenLayert (13)
While the new weight for populating each hidden node in the FHL is
Woni new = Woni current T AWopi (14)
The second hidden layer’s error responsibility is computed from
Oz =OUTPUL  Q-OUtput . ) Y w,, (15)

downstreami

The new weights are then updated and the weights for populating the second hidden layer’s nodes
were obtained from equations (13) and (14). For the third forward sweep, the iterative process in the
second forward sweep is repeated and so on, until an optimal convergence epoch is sought or
reached.

2.2. Feature Extraction Stage

With the analysis completed, the next stage was to generate the image of presented data pattern.
The image pattern was obtained from the feature extractive mapping of all contributory cells
corresponding to the object, area of interest or migration pattern and are then represented by an array
of pixels with each pixel carrying an associated value ranging from 0.1 to 0.9 to indicate the level or
degree of participation or influence. The resultant values of each selected pixel of the image or
pattern under investigation then acts as an input into the cells of each of the thirty ANN input nodes.

A value of {0} is associated with a completely white pixel while {0.1} is assigned to a left
vertically separated pixel. Also, a value of {0.2} is assigned to the right orientation pixel while a left
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diagonal oriented pixel is assigned {0.3} and {0.4} assigned to a right diagonal-oriented pixel. This
continues until all available shapes or cell/pixel combinations are assigned their corresponding shape
values. A permutation or arrangement of the pixels on the template can then be used to approximately
map a picture, pattern or image for processing onto the feature extraction template. For example, a
distorted or compromised black-box recording of geographical data corresponding to flight pattern
for an airplane during a crash can be used to create a feature extraction map and used to feed the
ANN as possible flight pattern through which extrapolations and other deductions can be proposed
to obtain an approximate direction or search angle for searching for the crashed airplane. Another
example, is the fact that the build-up of several hurricanes towards the west has been attributed with
migration pattern of breezes and increasing magnitude of winds moving across Sahara Africa and
originating from far east of African [9, 13]. The various local readings or collected data that include
wind speeds and pressure in isobars for this occurrence can be obtained and fed to the ANN.
However, due to the absence of these real data sets, hypothetical data sets that leads to the
development and generation of data samples that corresponds to the suppositions from public
literature to enable the testing of this postulation that a two hidden neural network processing is more
efficacious than a single hidden ANN. The permutation herein was achieved via careful selection of
the proper pixel constituting the image or pattern of interest unto the mapping template. If xi denotes
the value of any contributing pixel in the image or pattern extraction, then the vector set x containing
all contributing pixels for that pattern detection can be obtained as

X = [X1, X2, very Xi] (16)
so that each image or pattern is represented by the summation of all the contributing pixels
k-1
1=2.X (7
i=0

Where, k is the total number of contributing pixels to the template of the concerned pattern. Any
permutation of all the members of x can then be used to approximately translate images or pattern
onto the extraction template as shown in Figures 2 through 7 where the matching template had been
used to map the examples or illustrations (1 through 3) of winds build-up and its resultant
propagation trajectory; nomadic movements of herdsmen; and analyzing MRI scans. It must be noted
that the pixel values were chosen with uniformity and uniqueness as priorities in such a way that the
existing pattern is utilized by all contributing pixel arrays of the corresponding images for generation
of the ANN input for each illustrative example.

2.2.1  llustration 1: Build-up of winds and its propagation trajectory

Figure 2 shows the world map and Figure 3 shows the hypothetical picture of the pattern created
by the build-up of hurricane as it propagates and increase in magnitude towards the West based on
available literature [9, 13]. With the pattern extraction template superimpose on the world map, a
visible trajectory can be detected. The detected trajectory image can then be processed into pixel
values that are then inputted into the ANN for execution and inferencing. The resulting inference
can then be analyzed with extrapolation to determine the exact and eventual destination the hurricane
and it’s accompany disaster would be localized. Thus, the hurricane and its accompanying magnitude
can be determined earlier enough thereby allowing for emergency response, disaster preparedness,
outright evacuation, etc. to be initiated. This result can be shared with other detection systems and
programmes in place to mitigate occurrence of disasters.
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Figure 3. shows the migration pattern generated from inputs per pixel location

2.2.2 lllustration 2: Nomadic movements in Africa

Another illustration to validate the ability of the deep learning capacity of multiple hidden layers
over single hidden layer for ANN processing was to use available local intel or other data acquisition
models or information system to generate data for further analysis and processing to reveal trends or
patterns in nomadic herdsmen’s movements of cattle and other livestock in sub Saharan Africa to
probably check insurgents’ behavioral operations and general migration pattern.

A superimposition of a cluster of herdsmen’s activities with propensity for malicious attacks on the
immediate local economy or community with impunity can be deeply investigated using a pattern
recognition and extractive template to graphically analyze, detect and anticipate activities that could
lead to eventual economic sabotage or security compromise even with sparse and seemingly
unconnected data. By leveraging on available intel from locals and law enforcement agencies a
dataset corresponding to the migration pattern of a particular sect can be generated and processed.
Figure 4 shows the African continent and Figure 5 shows a hypothetical pattern of the nomadic
movement of the herdsmen as the investigative interest.

Another illustration could be that the coastal areas of Africa can be studied more adequately and
deeply through the mapping of the ocean bed unto a feature extractive template to investigate aquatic
life such as whales’ migration or communication with each continent as they migrate, etc; these
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acquired data can then be used to enrich training, testing and revalidating of ANN processing thereby
predicting future occurrence with better precision and sensitivity.
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Figure 5. shows the pattern of migration of investigated interest.

2.2.3 llustration 3: Analyzing MRI scans

A further illustration on deep learning capability of two hidden layer ANN topology is the fact that
some countries in sub Saharan African have continued to witness unhealthy migration of skilled
healthcare givers to Europe and elsewhere in the world thereby creating a dearth in accessibility of
these professionals for the poor and vulnerable Africans. With deep learning, images or inputs of
presented symptoms of patients such as MRI scans for diagnosing brain tumors was used to point a
current diagnosis of a patient by training the ANN with an a priori database of known symptoms,
presentations and inferences in line with views from [2, 40, 44 and 47]. This preliminary result can
then be used with caution to deduce new cases, train and make reverifiable suggestions to available
semi-skilled professionals during emergency and no alternative situations. Figure 6 shows MRI scans
of a patient under diagnosis at different views and Figure 7 shows a hypothetical pattern that can be
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used for further analysis of the generated patient’s presentation. In general, broader implication of
these findings is the plausibleness of otherwise missing details or features in depending on SHL only
to be more prominent when revalidation or comparison is made using the THL ANN. This is because
these illustrations show that the THL network topology would always outperform the SHL topology
for problems with large surface area as shown in illustration 1 and 2 or more participatory pixel
elements as shown in 3 provided that the computational edge from processing is attained.

Figure 6. shows MRI scans of a patient under diagnosis [30]

03 [ 06 08 | 038
02 | 04 08 | 0.8
Tumour cells Normal cells

Figure 7. shows a pixel generated image of the investigated MRI scan.

2.3. Template Matching Stage

The extracted image pixels for the buildup of hurricane as it migrates from Africa to the Americas
based on hypothetical data shown in Figure 3 was used to generate vector values for input into the
ANN to attain the winning input-output pairs of Xhurricane=
[0.9,0.7,0.1,0.0,0.0,0.0,0.9,0.9,0.7,0.1,0.0,0.0,0.5,0.7,0.9,0.7,0.1,0.0,0.0,0.0,0.3,0.4,0.2,0.0,0.0,0.0,
0.0,0.0,0.1,0.0].

This constitutes a unique identifier for all normalized input images from local collection system from
left of template to right of template for each template row thus constituting the inputs into the ANN
pattern recognition or identification system. Each vector xi represents the ith input on the ANN input
node that has been designed to accept thirty different pixel inputs. The dimensionality reduction
provided by the pixel rearrangement or reduction for such a huge and large landmass must be
analyzed with known or a priori data to avoid significant image distortion which will lead to error in
the ANN pattern recognition system of not been able to converge to some meaningful convergence.
The accuracy and quality of local input for ANN processing must be determined and preprocessed
from uncertainty before it can be used as part of ANN input and analysis. However, for complex
pictures extraction, cascading of multiple matching templates can be used as inputs into a massive
training ANN such as proposed by [39]. It is also necessary for large pixel dependent images
recognition such as available on maps be processed for high consistent resolution before further
analysis and verification of analysis.
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Furthermore, the pixel values generated by the hypothetical migration pattern is represented by the
following pixels values: XMigration=
[0.0,0.1,0.0,0.0,0.0,0.0,0.8,0.3,0.0,0.0,0.0,0.0,0.9,0.6,0.2,0.0,0.0,0.5,0.9,0.0,0.0,0.0,0.0,0.6,0.0,0.0,
0.0,0.0,0.0,0.0].

The pixel values of generated brain tumor data was of the form represented by the following: X tymor
=[0.8,0.6,0.6,0.6,0.6,0.8,0.8,0.7,0.9,0.3,0.6,0.7,0.9,0.6,0.8,0.2,0.4,0.7,0.5,0.5,0.6,0.6,0.8,0.8,0.8,0.7
,0.8,0.8,0.5,0.7] which represented the extracted pixel values from the hypothetical patient’s MRI
scan for onward processing by the ANN. The feature extractive process was also been hinged on the
propositions from [35].

3. Results and Discussion

Training and validation of the neural network was premised on a developed ANN solution engine with
the nomenclature SOSIC Artificial Neural Network Graphic User Interface (GUI). This was based on
a data set that comprised various combinations of normalized values for identification of contributing
images and generated pixel values after due considerations of inconsistencies in data samples.

A 2.0 GHz Intel(R) Pentium(R) M Processor with 2GB memory size was used to host the developed
software that was designed in the Microsoft Visual Studio platform using VB 6.0. The pattern
recognition of 60 input samples segmented into 20 fed samples per pattern was found to be high for
trained and validated data set resulting in 97% identification of input samples used in the training and
validation process. Extreme values within the interval {0 < w < 1} were avoided in the randomized
generation of weights (w) for each processed iteration and randomly generated weights were ensured
to be with adequate spread within the weight generation interval. Results obtained from training and
validation of data sets using the template match for pre-normalized identifications of sample images
inputted into ANN and used in this research for illustration 1, 2 and 3 are shown in Tables 1 and 2
respectively. The averages of the number of iterations or epochs required by the network to converge
in order to generate validated weights for all three object image samples are as presented in Tables 1
and 2.

Table 1. Convergence Table for Two Hidden Layers ANN.

Two HL | Pixel Template Optimal Convergence Early Convergence Optimal Convergence
Pattern Epochatn=0.1 Epochatn=0.1 Epochatn=0.4
Illustration 1 697 313 138
Illustration 2 668 270 144
Illustration 3 695 271 138
Average = 687 285 140

On comparing the outputs obtained from the one hidden layer (OHL) and two hidden layer (THL)
ANN architectures under same input conditions for both simulations, the OHL architecture which
consisted of a single layer of three nodes was seen to reach a convergence point earlier than the THL
architecture in all the optimal iterations. However, the OHL appears to be of a better choice with respect
to deep learning for early convergence simulation trials for Illustration 2 and 3 template patterns.
However, with further iteration to a point of optimality, the THL exhibited a deep learning behavior
over the OHL architecture. Deep learning behavior is the ability of an ANN to show more aspects or
features of a learned pattern due to an enhancement in the ANN’s topology or architectural framework
allowing for improved validation and testing after training. These outputs as shown in Figure 8 for the
OHL and Figure 9 for the THL is a depiction of the degree of sensitivity of the two hidden layer
networks to reaching a peak level in their respective learning abilities and attributes. For epochs at n =
0.1 considering early convergence, the THL recorded a maximum value of 313 for a pattern
representing lllustration 1 while the minimum was 270 for Illustration 2 patterned template. Similarly,
for early convergence, the OHL obtained its peak value of 290 for Illustration 2 template and lowest
value of 283 for Illustration 3 pattern. In the case of optimal convergence for epoch at n= 0.1, the THL
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had a peak value of 697 and lowest value of 668 for Illustration 2 template pattern. All the optimal
convergence values obtained by the THL are greater than the corresponding values obtained for
optimal convergence for OHL. The OHL had a peak value of 635 for Illustration 1 pattern and least
value of 628 for Illustration 3 patterned template. Furthermore, for epoch at n = 0.4 which has been
investigated to speed up iteration and convergence by [36], THL had a peak convergence of 144 for
Illustration 1 and 138 for both Illustration 1 and 3 extracted templates. From the OHL, at epoch n =
0.4, a peak value of 94 was attained for Illustration 1 patterned template while the lowest convergence
of 92 was recorded from Illustration 3 patterned pixel template. The peak values for convergence varied
with changing epoch values for the image patterns adopted in both cases of hidden layer network.

Table 2. Convergence Table for One Hidden Layer ANN.

One HL Pixel Template Optimal Convergence Early Convergence Optimal Convergence
Pattern Epochatn=0.1 Epochatn=0.1 Epochatn=04
Illustration 1 635 284 94
Illustration 2 632 290 93
Illustration 3 628 283 92
Average = 632 286 93

Furthermore, from Table 1 considering n = 0.1, an average of 687 epochs was reached by the THL
network for the optimal convergence while 285 epochs were attained in the early convergence. Also,
for n = 0.4, the THL network recorded an average of 140 epochs. The averages for the OHL for n =
0.1 included 632 and 286 for optimal and early convergence respectively while 93 epochs were attained
for optimal convergence when n = 0.4. These experiments are not efficiency driven rather they are
premised on effectiveness because of the connection with the number of iterations attained at the point
of optimal convergence. This is obvious from the SOSIC ANN GUI software in which iterations relates
linearly with time. In both networks, it was noticed that the convergence speed increased with
increasing learning rate n and peaking at n = 0.4 for maximum error tolerance in accordance with [36].
Figures 8 and 9 respectively depicts the graphical representations of the THL and OHL convergences
for both early and optimal iterations as shown in ables 1 and 2 respectively.
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Figure 8. Iterative result for one hidden-layer ANN
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Figure 9. Iterative result for two hidden-layers ANN
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4, Conclusion

Following a unigue assignment of values to represent the principal components of fed inputs to a two
hidden layer artificial neural network (ANN) topology, different patterns in three identification tasks
were recognized in this research. The inputs representing picture images that required pattern
recognition were pre-normalized using principal component analysis and mapped unto a feature
extraction template a 6 by 5 area dimensionality for further processing by ANN. The condensed (6 x
5) pixel template and extracted input from the image acquisition process was used as pre-normalized
training inputs into the designed artificial neural network. Preliminary results of testing and validation
using real world scenarios presented as normalized images of illustrations 1 — 3, showed over 96%
recognition rate when optimal iteration weights were used to train, test and validate the ANN in a single
hidden layer topology (SHLT) and a two hidden layer topology (THLT). The enhanced synapticity
resulting from the two hidden layers’ synchronization for the THLT over the SHLT showed a
significant deep learning in their performance metrics during comparison. With the THLT and SHLT
analysed under the same simulation conditions of same input-output pairs at varied learning rates, n of
0.1 and 0.4 for the hidden layer neural network processing. The resulting analysis and inferences or
extrapolation can be quickly used with caution to fine-tune decision making or adaptation to real
problem solving when presented with complex seemingly unconnected data from real sources thus
increasing the possibility of using the back propagation algorithm that implements gradient descent
optimization for solving real problems in real-time.
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